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Information contained in this document has been reviewed for accuracy. But it could include
typographical errors or technical inaccuracies. Changes are made to the document periodically.
These changes will be incorporated in new editions of the publication. QSAN may make
improvements or changes in the products. All features, functionality, and product specifications
are subject to change without prior notice or obligation. All statements, information, and
recommendations in this document do not constitute a warranty of any kind, express or implied.

Any performance data contained herein was determined in a controlled environment.
Therefore, the results obtained in other operating environments may vary significantly. Some
measurements may have been made on development-level systems and there is no guarantee
that these measurements will be the same on generally available systems. Furthermore, some
measurements may have been estimated through extrapolation. Actual results may vary. Users
of this document should verify the applicable data for their specific environment.

This information contains examples of data and reports used in daily business operations. To
illustrate them as completely as possible, the examples include the names of individuals,
companies, brands, and products. All these names are fictitious and any similarity to the names
and addresses used by an actual business enterprise is entirely coincidental.
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Technical Support

Do you have any questions or need help trouble-shooting a problem? Please contact QSAN
Support, we will reply to you as soon as possible.

= Via the Web: https://www.qgsan.com/technical support

Via Telephone: +886-2-77206355

= (Service hours: 09:30 - 18:00, Monday - Friday, UTC+8)

= Via Skype Chat, Skype ID: gsan.support

=  (Service hours: 09:30 - 02:00, Monday - Friday, UTC+8, Summer time: 09:30 - 01:00)

= Via Email: support@gsan.com

Information, Tip, and Caution

This document uses the following symbols to draw attention to important safety and
operational information.

INFORMATION

INFORMATION provides useful knowledge, definition, or terminology for
reference.

TIP
TIP provides helpful suggestions for performing tasks more effectively.

Preface
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CAUTION

CAUTION indicates that failure to take a specified action could result in
damage to the system.
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Hyper-V is a native hypervisor developed by Microsoft that enables the creation and
management of virtual machines on Windows systemes. Initially released in 2008, Hyper-V
allows multiple operating systems to run concurrently on a single physical server, optimizing
resource utilization and providing flexibility for various computing environments.

Chapter 2 offers a detailed guide on creating a VM (Virtual Machine) using Hyper-V. It walks
through the steps for mounting an iSCSI LUN, configuring it as a datastore, and deploying a
virtual machine. By utilizing the iSCSI protocol for block-level storage, it enables efficient
resource allocation and management in virtualized environments, making it a preferred choice
for high-performance storage solutions.

Chapter 3 introduces the concept of ODX (Offloaded Data Transfer), which is a feature
introduced in Windows Server 2012 that enhances the efficiency of data transfer operations by
offloading the copy process from the host server to the storage system. This capability allows
for direct data transfers within a storage device or between compatible storage devices without
routing the data through the host computer, significantly improving performance and reducing
resource utilization. Finally, we provide test results to prove it.

In summary, Microsoft Hyper-V has become a critical tool in modern IT infrastructure, enabling
organizations to maximize their hardware investments while enhancing flexibility, security, and
disaster recovery capabilities.

1.1. Recommended Storage for Virtualization

Before starting, first understand which storage is suitable for virtualization. The table below
summarizes our findings and provides a clear overview of the maximum number of VMs that
each storage type can support, regardless of latency. This comprehensive analysis is designed to
assist in selecting the most appropriate storage solution based on specific performance needs
and workload requirements, ensuring optimal deployment and scalability of virtual
environments.

Introduction to Microsoft Hyper-V
©2024 QSAN Technology, Inc. All rights reserved.
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STORAGE TYPE

NVMe Storage

SAS SSD Storage

Hybrid Drive Storage

SAS HDD Storage

LATENCY THRESHOLD

<100 ps

<500 ps

<1ms

<50 ms

ADDITIONAL VMS
SUPPORTED UNDER
LATENCY

50+ VMs

20~ 30 VMs

10~ 20 VMs

3~4VMs

Application Note

NUMBER OF VMS
SUPPORTED

Up to 1,000 VMs

Up to 300 VMs

Up to 150 VMs

Up to 15 VMs

In addition, we provide a tool to select the appropriate storage for virtualization. Here are the

steps.

1. Use XCalc. tool on the QSAN website to obtain recommended storages.
2. Enter the Total Usable Capacity Required and the desired RAID Level.

XCalc.

Input your parameters to estimate the necessary quantity of disks and find the most suitable products to support your unigue environment.

@ Total Usable Capacity Required

10

@ Single Drive Size

1

@ RAID Level

RAID 5

3. Select the Virtualization option.

Introduction to Microsoft Hyper-V
©2024 QSAN Technology, Inc. All rights reserved.
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Find Out Your Suitable Storage

Total Usable Capacity XCubeFAS XF3126  Proposal Details

Disk Required: 13 Configuration Highlights

Usable Space: 11 TB - ps-evel latency

11000 - Virtualization ready
- 99.9999% high availability
- Dual active controller

Select Your Plan HEAD : XF3126 x1 660000

O Best Price-Performance

O Best Cost-Efficiency

9 T XCubeSAN XS5324  Proposal Details v

O Surveillance
O Backup Configuration Performance Highlights
O File Sharing - Auto tiering
8938 - Support MPIO
- Support SED

O Education Industry 804375

4. Select the model and click the Proposal Details button to view more.

XCubeNXT XN8124  Proposal Details v

Configuration Highlights

- Auto tiering
7597 - Support CIFS /iSCSI / NFS
- Support SED

HEAD : XN8124 x1 683719

5. If necessary, click the Export the Result button to export the report.

Introduction to Microsoft Hyper-V
©2024 QSAN Technology, Inc. All rights reserved.
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Find Out Your Suitable Storage Export the Resuft
The Configuration for the Total Capacity: XCubeNXT XN8124
Total Usable Capacity Required: 10 TB .
Single Drive Size: 1 TB Configuration Performance
RAID Level: RAID 5
Throughput(MBps)
Total Usable Capacity I0PS
Disk Required: : 12 HEAD : XN8124 x1 683719

Usable Space: : 11 TB

Select Your Plan: Virtuzlization 1 Units of XN8124

Key Features of this Configuration

CPU RAM Active-Active Architecture
Fullv Rediindant Modular

Figure 1-4  Click Export Button to Export Result
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With the rapid advancement of virtualization technology, enterprises increasingly rely on virtual
machines to enhance flexibility and resource utilization within their IT infrastructure. This
document outlines the specific steps to mount the iSCSI LUN from QSM to a Windows host and
explains how to create a virtual machine using Windows Hypervisor Manager. This process not
only improves storage management efficiency but also supports the deployment of virtualized
environments. By following the correct procedures, businesses can utilize resources more
effectively, achieving sustainable development.

2.1. Configure Steps

In this section we will provide an example of setting up in QSM.

2.1.1. Environment and Topology

Demonstration Environment
= Storage

= Model: XN8116D
Memory: 16 GB per controller
Firmware: QSM 4.1.0
Data Port IP: 192.168.222.91

= Server

=  Model: ASUS Server
OS: Windows Server 2016
Server IP: 192.168.202.121

Connect with Hyper-V
©2024 QSAN Technology, Inc. All rights reserved.
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Demonstration Topology

[ J
_ Hindons tpert
o000

Figure 2-1  Demonstration Topology

2.1.2. Configure Storage

1. In XN8116D, create a pool and a block volume, then create a block HostGroup and add the
volume to the HostGroup.

£ Block Host v HostGroup 001 ©
1 tems
2 Host >
HouGroup 001

& Target

B connected volume ( Lun) ’
Lun 1D Volurme Name Capacity

0 sl . 500.0 GB

B cHar

Figure 2-2  Create a Block Volume and Add into HostGroup

Connect with Hyper-V Official
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1. Use iSCSI initiator to connect iSCSI LUN, and then format it as drive “H:\”.

== Disk 1
Removable (F:)

Mo Media

= Disk 2
Basic New Volume (H:)

500.00 GB 500.00 GB NTFS

Online Healthy (Primary Partition)

<iCD-ROM 0
DVD (D)

Mo Media
W Unallocated Wl Primary partition

Figure 2-3  Mount and Format iSCSI LUN

2. Open Hyper-V manager, and click the Virtual Switch Manager function.

File Action View Help

e zE BE

2 Hyper-V Manager

Ea Pc-273-02 Virtual Machines

Name * State CPU Usage Assigned Memory  Uptime. Status.

Mo vitual machines were found on this server.

&) Virtual SAN Manager.

Checkpoints

Mo vitual mahine selected

Details

Notem selected.

i Edit Disk.
L Inspect Disk..
(@) Stop Service
X Remove Server
(3 Refresh
View »

H Hep

Figure 2-4  Create vSwitch Step 1

Connect with Hyper-V
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3. Create external network and select the network port in Windows Server. Then create both

internal and private network.

Wl Virtusl Switch Properties.

Neme:
[exteral
4 Global Network Settings o
[ MAC Address Range ot
00-15-5D-08-20-00 to 00-15-50-0...
Comection type

What do you want to connect this virtual switch to?
® External network:

[imtei) s2572.

Cannection #5

VLAN ID

switch,

O 1nternal network
O Private network

[ Enable single-root 10 virtualization (SR-IOV)

setting does not affect virtual machine networking,

[¥] Allow management eperating system to share this netwerk adapter

[ ] Enable virtual LAN identification for management eperating system

The VLAN identifier spedfies the virtual LAN that the management operating
system will use for al network commurications through this netmork adapter. This

@ SR-10V can only be configured when the virtual switch is created. An external
virtual switch with SR-10V enabled cannot be converted to an internal er private

oK

Cancel

| [ ooty

Figure 2-5  Create vSwitch Step 2

4. After the virtual switch is created, click the Add button and select the Virtual Machine item

to create a virtual machine.

IFlIe Action  View Help I

e 2

23 Hyper-V Manager
Bapcare02 Virtual Machines

Name - CPUUsage  Assigned Memery  Uptime

No vitual machines were found on this server.

% Import Virtual Machine.
Hyper-V Settings.

T Virtual Switch Manager..
e Virtual SAN Manager...
4 Edit Disk..

1 Inspect Disk...

(W) Stop Service

7 Remove Server

(3 Refresh

No virtual machine selected

View

Help

No ftem selected

Opens a cascading menu specifying abjects which can be created on this server.

Figure 2-6

Connect with Hyper-V
©2024 QSAN Technology, Inc. All rights reserved.
Www.gsan.com
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5. Enter a VM name, and then check the Store the virtual machine in a different location item,

click the Browse button to select the path "H:\". Last, click the Next button.

n New Virtual Machine Wizard -
] N -
[ | Specify Name and Location
[
Before You Begn Cheose a name and location for this virtual machine.

S BT T The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easly
Specify Generation identfy this virtusl machine, such as the name of the guest operating system or warkioad.

Assign Memory Name:  [v1]

Erif ZrElan i You ¢an create a foider or use an existing folder to store the virtual machine. If you don't select a

Connect Virtual Hard Disk folder, the virtual machine is stored in the defauit folder configured for this server,
Installation Options Store the virtual machine in a different location
Summary Location: [H:

| o

/i) TF you plan to take checkpoints of this virtual machine, selecta location that has enough free
space. Checkpoints incude virtual machine data and may require a large amount of space.

<o | [vemts | [ roi ] [ e

6. Select the generation, then adjust the VM's memory size according to your physical
memory size. Click the Next button when finished.

£ New Virtual Machine Wizard -

F&u’ Assign Memory
et

Before You Begin Specify the amount of memery to allocate te this virtual machine. You can spedify an amount from 32

ME through 31394 ME. To improve performance, spedfy mare than the minmum amount recommended
Spedfy Name and Location for the operating system.

Startup memory: ME

[ Use Dynamic Memory for this virtual machine.

Specify Generation

Assign Memory
Configure Networking
@ When you dedde how much memory to assign to a virtual machine, consider how you intend to
Connect Virtual Hard Disk = use the virtual machine and the operating system that it il un.
Installation Options

Summary

<rnans | [ ] [ ] [l

7. Select the Create a virtual hard disk item, use the default name and location, enter the
hard disk size, and click the Next button.

Connect with Hyper-V
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A NewValMeiewe

@ Connect Virtual Hard Disk

Before You Begin A virtusl machine requires storage so that you can install an operating system. You can specify the
Speafy Name and Location storage now or configure it later by modifying the virtual machine’s properties.

Specify Generation @ Create a virtual hard disk

T Use this option to reate a VHOX dynamically expanding virtual hard disk.

Configure Networking

Name:  [VMLvhd ]

Location: [H:WM 1Wirtual Hard Disks\

|| Bromse...
Installation Options
Size: GB (Maximum: 64 TB)
oy [_o]
O Use an existing virtual hard disk.
Use this option to attach an existing virtual hard disk, either VHD or VHDX format.
Location: [€:\Jsers\Public\Documents Hyper-VVirtual Hard Disks\ |[ Bromse...
O Attach a virtual hard disk later
Use this optien to skip this step now and attach an existing virtual hard disk later.
[[spreviows | [ wext> || Fs | [ cancel

Figure 2-9  Create VM Step 4

8. Set installation option, for example, browse ISO file in windows local drive.

ﬁ Installation Options

sefore You Begin You can install an operating system now if you have access to the setup medi, or you can instal it
Specify Name and Location fater
Specify Generation O Install an operating system later
Assign Memory @® Install an operating system from a baotable CD/DVD-ROM
Configure Networking Media
Connect Virtual Hard Disk O Physical CD/DVD drive: D
jon Options @ Image fie (so): [ | [ Bromse...
Summary
O Install an operating system from a bootable floppy disk.
Media
Virtual floppy disk {.vfd): | [ Bromse...
() Install an operating system from a network-based installation server
] oo | [ = | [

Figure 2-10 Create VM Step 5

9. Click on Settings to configure the VM further. For example, you can add a disk to the VM in
the SCSI controller. Once the configuration is complete, click the OK button.

Connect with Hyper-V
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EE
File Action View Help

«=| z[m B[E=

Hyper-V Manager
Ba pcare-2

Hyper-V Manager

Virtual Machines

Actions
PC-278-02
New

Import Virtual Machine

Hyper-V Settings...
T1 Virtual Switch Manager.
Virtual SAN Manager..
Edit Disk..

L, Inspect Disk.

Stop Service
7 Remove Server
U Refresh

View
H rHep
VM1
& Connect..

s Checkpoint
= Move.,
&) Export.
=] Rename...

S Delete.

Enable Replication..

H Hep

Name State CPUUsage  Assigned Memory  Uptime Status
vm1 off
Settings for VM1 on PC-278-02
VM1 r}
% Hardware ~ | ¥ AddHardware
/& BIOS You can use this setting to add devices to your virtual machine.
Boot fr Select the devices you want to add and dick the Add button.
5 Memory
4096 MB Hetwork Adapter
Checkpoir i [} Processor Legacy Metwork Adapter
_ 1Vrbalprocess Fibre Charnel Adapter
= i 10E Controller 0
® Ca Hard Drive
= i} 10E Controller 1
VD Drive You can increase the storage avaiable to  virtual machine by adding a SCSI controller
and attaching virtual hard disks to it. A SCSI controller requires integration services in
. the guest operating system, Do not attach a system disk to a SCSI controlier, System
& 5CSI Controller disks must be attached to an IDE controller.
% 1 Network Adapter
T comMi
¥ comM2
VM1 [ Diskettz Drive
%
1] Name
] Integration Services
&7 Chedkpaint Fie Location
2 Smart Paging File Location
Summary | M e
Automatic Start Action
oK Cancel

10. Click the Connect item and then start the VM. Now you can start your virtualization

application.

EE
File Action View Help

+=| =[E 8=

Hyper-V Manager
Ha pc-27s-02

Hyper-V Manager

Virtual Machines

Name -

i off

State CPU Usage

Assigned Memory  Uptime Status

Checkpoints

VM1

cre

Ve| Status: Off
&

The virtual machine 'VM1"

To start the virtual machir

VM1 on PC-278-02 - Virtual Machine Connection

File Action Media View Help

turned off

lect 'Start’ from the Action menu

Notes: None

Summary | Memory | Networking | Repiication

Connect with Hyper-V
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New
(% Import Virtual Machine..
[#) Hyper-V Settings...
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Stop Service

Remove Server

U Refresh

View

H Hep

4| Settings...
O stert

S Checkpoint

Move.
&) Export.
=l Rename.
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2.2. Conclusion

This document provides a detailed guide on how to mount an iSCSI LUN from QSM to a
Windows host and create a virtual machine using Windows Hypervisor Manager. By following
the correct configurations and procedures, enterprises can significantly enhance resource
utilization within their IT infrastructure while ensuring the stability and scalability of their
virtualized environments. This not only simplifies the storage management process but also
optimizes system resource allocation, supporting the long-term development goals of
businesses. With these technologies, companies can remain competitive in a rapidly evolving
market while achieving sustainable IT deployment strategies.

2.3. Appendix

2.3.1. ApplyTo

=  QSM firmware 4.1.0 and later

2.3.2. Reference

Document

= QSM 4 Software Manual

Connect with Hyper-V
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In virtualization and cloud environments, the ever-increasing data production and demand
continue to grow, resulting in an increasing demand for high-speed data transmission.
Considering the consumption of server and network resources, budget and limited IT resources,
it is necessary to find ways to optimize within the organization.

3.1. Introduction to Microsoft ODX

Microsoft ODX (Offloaded Data Transfer) is a function supported by Windows Server, which
aims to improve performance through a compatible SAN (Storage Area Network) and unified
storage. Similar to VMware's VAAI (vSphere APIs for Array Integration), ODX can improve the
performance of data copy from one volume to another in the same SAN box. By reducing the
network traffic and CPU load on the server, data will be moved inside the SAN box to obtain
better performance, which is an important function in the Hyper-V virtualization environment.
By storing the data internally in a SAN box instead of transmitting it through the host, network
traffic and CPU load will be offloaded from the server. This helps to achieve better performance
and has proven to be an important feature in the Hyper-V virtualization environment.

In the Hyper-V environment, reducing CPU and network load means that technicians can add
more virtual machines or increase the density (allocate more vCPUs to mission-critical virtual
machines) upon the hypervisor on the physical server.

In the traditional file copy or move scenario, when the host is connected to two volumes / LUNs
on the storage array, if user tries to copy or move data from one volume / LUN to another
volume/LUN, the data transfer will follow the following steps are performed:

= The host reads data from a volume / LUN through the network between the host and the
storage array.

= The host then writes the data to another volume / LUN through the same network.

ODX accelerates copy or move operations by offloading the storage array, and uses tokens to
communicate with storage to directly command reads and writes inside the storage array,
which ultimately reduces the CPU cycles on the host.

Integration with Microsoft ODX
©2024 QSAN Technology, Inc. All rights reserved.
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ODX OFF ODX ON
[ H 2
CETITI I (@1 (e« _1mm
(e 1] [o- ||||||:d [CENTIN)| [e ||||||i'4
(e 1) D f » e i) 4 CEITID)| Hitles
(&« 1] (e« ) wrive pet [® 1] TokEn (e )
T T
v v v
Dat
volume 1 VelumeZ valume 1 VolumeZ

Microsoft Windows Offload Data Transfer (DDX)

3.2. Test Results

The integration of ODX provides many benefits for improved performance. We have prepared
tests and provided some experimental data to prove that ODX is effective.

3.2.1. Test Environment

In this test, we use an example to build an environment that connects a Windows Server with a
QSAN XS5216D storage array to test the ODX function.

Host

= QOperating System: Windows Server 2012 R2 Datacenter Edition

Storage
=  Model: QSAN XCubeSAN XS5216D
=  Firmware version: 1.0.0

= Volume / LUN: 2 x 100 GB (named as VD-a and VD-b)

Integration with Microsoft ODX
©2024 QSAN Technology, Inc. All rights reserved.
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Test File

= 12 GB video file compressed with WinRAR

Before starting the test, make sure that the ODX function is enabled on the host. Please check
the value of ODX with the following command on PowerShell:

C:\> Get-ItemProperty hklm:\system\currentcontrolset\control\filesystem -Name
"FilterSupportedFeaturesMode

ft Corporation. A1l righ

= Get-ItemProperty hklm rstem'currentcontrolsethcontrolfilesystem -Name "FilterSupportedFeat]

FilterSupportedFeatur
PSPath T M Tt . Powershell.Core'\Registry: :HKEY_LOCAL _MACHINE'\system'\currentcontrolset’control’f

Shell.Core\Registry: :HKEY_LOCAL_ MACHIN stem'.currentcontrols

ft.Powershell.CoreyRegistry

Command to Disable ODX

C:\> Set-ItemProperty hklm:\system\currentcontrolset\control\filesystem -Name
"FilterSupportedFeaturesMode" -Value 1

Integration with Microsoft ODX
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/right

et-ItemProperty hk

Get-ItemProperty hk

FilterSupportedFeaturesMode :

PSPath

ParentPath

yft. Powershell.Core\Registry

dministrat

Command to Enable ODX

Application Note

ipportedFeat]

ortedFeat]

C:\> Set-ItemProperty hklm:\system\currentcontrolset\control\filesystem -Name

"FilterSupportedFeaturesMode”" -Value 0

tt Corporation. A1l righ reserved.
et-ItemProperty hkl system\currentcontrolset’ contr

Get-ItemProperty hklim: temycurrentcontrolset contr

FilterSupportedFeaturesMode :

PSPath Ml ft. Powershell.Core\Registry: :HKEY_LOCAL_MACHIN

vershell. Core'Reg ry: :HKEY_LOCAL _MACHIN

yft. Powershell.Core\Registry

dministrat

Y

tem -MName "FilterSupportedFeat]

tem -Name "FilterSupportedFea

=tem' currentcontrolset’ contro

stem' currentcontrolset’control

TIP

QSAN series products support ODX by default. The user does not need to do

anything to enable it.
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3.2.2. Test Results

Here are the test procedures and results of ODX functions.

Without ODX
Copy a 12 GB file from Volume A to Volume B on the host through a single GbE NIC.

Copying 5 items from New Volume (E:) to Mew Volume (Dt}
98% complete n *

Mame: 05_4623.01
Tirne rernaining: About 5 seconds
Iterns remaining: 1 (222 ME)

Speed: 30.5 MB/s

@ Fewer details

CPU

Intel(R) Xeon(R) CPU E5410 @ 2.33GHz

% Utilization 100%
Y, f"|!I ;-'\\ f
/1'( 1%
|
|
|
m /
P !
f ", ot
&0 seconds t]
Utilization  Speed Maximum speed: 2,33 GHz
Sockets:
62% 2.28 GHz i !
Cores: 4
Processes  Threads  Handles Logical processors: 4
47 655 18401 Virtualization: Enabled
L1 cache: 256 KB
Up time L2 cache: 12.0MB
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With ODX

Copy a 12 GB file from Volume A to Volume B on the host through a single GbE NIC.

Copying 5 items from New Volume (E) to New Volume (D)
90% complete " x

Name: 05_4623.01

Time remaining: About 10 seconds
Items remaining: 1(1.17 GB)

(&) Fewer details

Figure 3-7  Test Result with ODX

CPU Intel(R) Xeon(R) CPU E5410 @ 2.33GHz
3% Utilization 10086
{w
60 seconds o
Utilization  Speed Maxirmum speed: 233 GHz
5o, 226 GHz Sockets: 1
: Cares: 4

Processes  Threads  Handles Logical processors: 4

47 655 18375 :u'ntuahzaticn; Enabled

R LS VD

Figure 3-8  CPU Utilization with ODX
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3.2.3. Performance Comparison

Time Consuming and Throughput

Without ODX enabled, it costs 490 seconds and 30.5 Mb/s throughputs only. With ODX enabled,
the time consuming reduces to 56 seconds and throughput increases to 232 Mb/s. In total, it
has increased around 8 times.

600

490

sS00

400

W Time (sec)

B Mb/s

300 —

200

100

with ODX without ODX

3.3. Conclusion

When trying to move or copy data from one volume to another volume created in the same
storage array and connected to the same server (or another server in the same cluster group as
the source volume), ODX helps to improve performance.
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3.4. Appendix

3.4.1. ApplyTo

=  XEVO firmware 2.0.0 and later

=  QSM firmware 3.3.0 and later

3.4.2. Reference

Document

=  Microsoft Developer Resources — Offloaded Data Transfer

=  Microsoft TechNet — Windows Offloaded Data Transfers Overview

=  Microsoft TechNet — Deploy Windows Offloaded Data Transfers

Integration with Microsoft ODX
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http://msdn.microsoft.com/en-us/library/windows/hardware/hh833784.aspx
http://technet.microsoft.com/en-us/library/hh831628
https://technet.microsoft.com/en-us/library/jj200627.aspx

	Announcement
	Notices
	Preface
	Technical Support
	Information, Tip, and Caution

	1. Introduction to Microsoft Hyper-V
	1.1. Recommended Storage for Virtualization

	2. Connect with Hyper-V
	2.1. Configure Steps
	2.1.1. Environment and Topology
	2.1.2. Configure Storage
	2.1.3. Configure Windows Server

	2.2. Conclusion
	2.3. Appendix
	2.3.1. Apply To
	2.3.2. Reference


	3. Integration with Microsoft ODX
	3.1. Introduction to Microsoft ODX
	3.2. Test Results
	3.2.1. Test Environment
	3.2.2. Test Results
	3.2.3. Performance Comparison

	3.3. Conclusion
	3.4. Appendix
	3.4.1. Apply To
	3.4.2. Reference



